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Welcome to the 1st edition of our ICT e-Newsletter, where we bring you the latest trends, innovations, 

and insights in the world of technology. Stay ahead in the fast-evolving digital landscape with our 

expert analysis, industry updates, and best practices in ICT

HPC (high-performance computing), have to date fueled digital transformations across 
organizations of all sizes, boosting productivity, efficiency, and problem-solving prowess. Now, the 
emergence of highly innovative machine generative AI (GenAI) models, powered by deep learning 
and neural networks, is further disrupting the game. By generating original content and tackling 
intricate challenges, GenAI is poised to revolutionize not just how organizations operate, but the very 
fabric of innovation itself.

Increased use of these data- and compute-intensive ML and GenAI applications is placing 
unprecedented demands on data center infrastructure, requiring reliable high-bandwidth, low-
latency data transmission, significantly higher cabling and rack power densities, and advanced 
cooling methods. 

Accelerated GenAI and ML models consist of training (learning new capabilities) and inference 
(applying the capabilities to new data). These deep-learning and neural networks mimic the human 
brain's architecture and function to learn and generate new, original content based on analyzing 
patterns, nuances, and characteristics across massive, complex data sets. To pull and process such 
volumes of data, general purpose CPUs, which carry out operations in serial, cannot scale. Scores of 
Graphical Processing Units (GPUs) that use accelerated parallel processing and high-throughput 
computations simultaneously are usually deployed in new-generation data centers. Such 
interconnected GPUs require

 Very High Bandwidth – 100G, 200G, 400G, and even 800G speeds at the server level, with switch-to-
switch links rapidly migrating to 800G and 1.6T speeds. Extremely Low Latency – Real-time (< 20 
milliseconds) east-west data transmission between nodes.       

Dramatically Increased Power Consumption – GPU-based servers require up to 10x more power, 
resulting in rack power densities of 30-100kW or more. Increased power consumption required 
advanced Cooling –technologies such as direct-to-chip liquid cooling and liquid immersion cooling 
are being deployed

InfiniBand and Ethernet Protocols are deployed to support such high-bandwidth and low latency 
communication requirements. High-Density, High-performance cabling is required to support high 
speed connections GPU nodes and for storage, management, and switching.
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To ensure our certification standards correspond appropriately with our developing ICT industry, 

BICSI will be updating its CEC Program Policy for credential holders. The forthcoming newly named 

Credential Holder Recertification Policy introduces greater flexibility, recognizes additional 

professional contributions, and offers new ways to earn continuing education credits (CECs).

Earning categories expand to incorporate more continuing education opportunities, BICSI events,         

ICT-related academic courses, and required professional ethics courses Professional contributions 

now include - BICSI speaking, BICSI volunteering, and BICSI membership credits.

Through these refinements – greater flexibility, enhanced recognition, and clarity and transparency – 

BICSI is engaged in the success and - professional growth of every credential holder. Stay tuned to 

BICSI for additional information, via social media or join our email list.

BICSI has recognized this course/event for 12 BICSI CECs, which can be verified on the BICSI 

website.

The ICT SCS Installer training program curriculum provides the desired installation knowledge and 

skills to install information and communications technology (ICT) structured cabling systems (SCS). 

The training provides core knowledge and requisite skills in the proper and most current methods of 

installing ICT-related cabling within the confines of a commercial building structure. Skill sets 

include but are not limited - to pulling cable, terminating, and testing optical fiber, copper and coaxial 

cable and its allied link components to help enable installers to perform duties in compliance with 

industry best practices, BICSI methodologies, standards, and codes. The Training program will be 

conducted in person, and the training modules will be delivered in a classroom learning environment 

at the BICSI-authorized training facility (ATF) in Mumbai currently. 

The training provider will assess practical work assignments to understand the knowledge and skills 

delivered collectively at the end of the course. Participants must demonstrate their knowledge, and 

skill sets and pass individual task assessments with a minimum aggregate of 60%, while the total 

pass aggregate needs to be 70% or more. Participants who satisfy both criteria will qualify to receive 

the ICT SCS Installer certification. All other participants will receive a certificate of attendance if they 

fail to complete the above requirements but attend the class.

BICSI's Updated Credential Holder Recertification Policy: 
Know What's Ahead
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